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Overview of Problem

The advent of prediction algorithms and deep learning techniques, combined with rapid advances in our ability to collect both structured and unstructured data, has rapidly re-traced the topography of the company-consumer relationship. This revolution in big data can be attributed to advancements in three categories: volume (companies like Walmart collect over 2.5 exabytes of data per day), velocity (real-time collection of data improves the agility of decision-making by corporations), and variety (companies collect data from sources like phones, media, search queries etc.). Not only has this allowed accurate mapping and predicting of consumer journeys, consumer profiles, consumption patterns, but it has also led to the establishment of digital monopolies. Corporations like Google and Facebook offer free services entrapping millions of users while collecting behavioral data on the actions, likes and dislikes of each individual. They then utilize this data to target users with advertisements driving record high revenues. This novel corporate landscape allows the asymmetric retention of power and knowledge to be institutionalized. This not only has dangerous economic implications, but also threatens the implicit right to privacy.

In May 2019, the Canadian government launched a new digital charter where it distinguishes data as a fundamental economic driver of the 21st century. Birch further notes that underpinning the assumption about personal data exploitation in the 21st century is the idea that innovation requires the commercialization of technology. He coined this phenomenon the “innovation-finance nexus”. At the heart of this nexus lies practices configured by “rentiership” or the extraction of value through ownership/control of assets. This form of rentiership can be seen by the securitization of IP through the TRIPS regime, where IP has become a tradable asset. He argues that this reclassification drives focus on financial claims to IP rather than the IP itself, necessarily harming innovation. A key distinction between an asset and a commodity is that an asset derives value from its purported future economic revenues. Therefore, politically this requires protection against risks to asset valuation. An example of this trend is Uber, the ride-hailing giant that has yet to turn a profit. Despite recording billions in losses, investors commit capital with the hope of capturing future economic rent once Uber has monopoly power. Uber, and other big-tech monopolies, innovate and grow through different means of rentiership rather than creating value to society.

Not only does the assetization of data hamper beneficial innovation, but it also is conducive to more and more monopolistic practices. Through an analysis of acquisitions by big-tech companies, we can understand the importance of personal data collection within their overarching business models. Over the last 10 years, Facebook has spent billions on the acquisitions of WhatsApp and Instagram to solidify market control and prevent disruption by entrants. Google’s acquisition of DeepMind (a British startup) illuminates this desire for rentiership where acquisitions are made solely on the basis of data rights. Political attempts to regulate data are also inhibited by its capitalization because of investment protections designed to reduce expropriations of expected returns. The result is a system where barriers to entry are raised by a monopolization of feedback data by a few large companies inhibiting vertical innovation by startups.

Data has altered the decision-making process for many corporate executives. Google recently completed a $3.2 billion acquisition of Nest to commence its entrance into the thermostat vertical. However, the thermostat industry is not a $3.2 billion opportunity, rather the acquisition was driven by the volumes of data the smart Nest thermostats collect. These platform-based technology companies are able to enjoy the economic advantages provided by vast data collection without protecting privacy creating a negative externality that imposes deadweight loss on society. Consumers suffer from compromised agency and loss of personal sovereignty. Current antitrust lawsuits focus too heavily on supracompetitive pricing that monopolies can charge in the absence of competitors, however privacy violations are inextricably linked to the absence of competitive forces as well. If we think of privacy protections as a nominal tax on big
tech monopolists, they can pass almost the entire nominal amount of the tax to the consumers because they have complete pricing power. A business model that provides free services would not be covered under traditional antitrust statutes that seek to protect the economic interests of consumers. What we are faced with as a society is privacy breaches resulting from market failures, which should be remedied by a combination of regulatory objectives seeking to identify and correct the cause of these imperfect market conditions.

Certain platforms go even further than simply collecting user data and selling it to third parties. In 2014, Facebook conducted a hidden experiment designed to manipulate the emotional expressions of users. Facebook controlled the extent to which people were exposed to particular emotional expressions on their news feeds in order to gauge the corresponding effect on their own emotional state. Companies, not just Facebook, addict younger teens and then gather data on their activities to understand user intent. One question that warrants further research is whether the right to privacy implies a corresponding paramount right to data protection.

Given the existence of a behavioral surplus (the excess of personal data collected with the intent to commodify human behavior) and the long-term ramifications of behavioral exploitation, it is necessary to theorize preventative mechanisms against technocratic control. Now that we have a more in-depth understanding of the economic and social forces resulting in surveillance capitalism, we will begin to explore various policy-oriented solutions. As Zuboff notes, behavioral modification is largely a symptom of an overarching capitalistic desire of profit maximization. Therefore, solutions should attempt to combat this desire on an economic level, removing the link between data exploitation and revenue (or at least minimizing it).

**Current Limitations in U.S. Policy**

Without a clear framework to regulate these companies’ access and usage of users’ data, the United States leaves surveillance capitalism largely unchecked. But with companies like Google, Amazon and Apple running our everyday lives, there is undoubtedly a need for a better framework. Similarities have been drawn between these tech giants and traditional monopolies in oil and gas, but the U.S.’s respective responses to each reveal large discrepancies in the digital age. Antitrust suits against Microsoft and more recently Google and Facebook demonstrate the weaknesses in current U.S. policy to maintain the power and influence held by these companies.

In 1998, the Justice Department and coalition of 20 state attorneys sued Microsoft for violating antitrust laws, claiming it was “seeking a new monopoly for its own browser, Internet Explorer” by illegally crushing Netscape, a new competitor. The government eventually won an unpopular battle dismissing the potential threat Microsoft posed: “Holding a triple monopoly (operating system, major applications and the browser), Microsoft would have controlled the future of the web.” Despite opening markets up again, allowing for more competition and innovation, much was left the same. It is said that antitrust protections are “too fixated on the idea that the only real harm consists of raising of prices for consumers.”

This sentiment is proven by performative efforts to shed light on tech companies’ lack of competition and massive influence. Congress has held hearings, most recently with big tech companies, to assess accusations that they’ve invoked monopoly power. In July 2020, CEOs of Facebook, Amazon, Google and Apple answered before Congress, offering “well-rehearsed lines about how their companies do not tilt the playing field in their own favor.” Not much came from this hearing, especially in a virtual format, but Google and Facebook now face antitrust suits from the U.S. Justice Department and various states. The DOJ’s suit against Google is focused around their monopolistic power and methods of curbing competition by cutting deals to ensure Google is the default search engine on most devices. Facebook also faces an antitrust suit as the Federal Trade Commission comes together with a coalition of more than 40 states including California. They accuse Facebook of “buying up its rivals to illegally squash competition,” with Instagram and WhatsApp being the most significant acquisitions.

These antitrust suits coupled with performative hearings have done little to ensure users’ data privacy and protection. The current patchwork of miscellaneous state and federal responses are not sufficient to prevent monopoly power and infringement of users’ rights. It is clear a better, more comprehensive policy is required to move forward. If the Microsoft suit has taught us anything, it is that the impending suits against Google and Facebook and overall
pressure on big tech companies must produce more tangible results. While the FTC remains the main overseer of companies' breaches of privacy, they have faced major pushback from companies claiming they are abusing their authority. The future of technology is contingent on better U.S. policy that is direct about the limitations of these companies.

Latin American:

The negative and sometimes destructive effects of surveillance capitalism has manifested itself on a global scale and different countries have developed methods of accountability to reign in the power of these forces. After it was revealed through documents leaked by former NSA analyst Edward Snowden that the United States had spied on the president of Brazil and collected information from servers like Google, the Brazilian Congress developed an Internet Bill of Rights designed to protect the rights of Brazilian Internet users against government spying and overreach and implementing limits on what corporations have access to. According to Anthony Boadle, “The legislation, dubbed Brazil’s ‘Internet Constitution,’ has been hailed by experts, such as the British physicist and World Wide Web inventor Tim Berners-Lee, for balancing the rights and duties of users, governments and corporations while ensuring the Internet continues to be an open and decentralized network.” Included in the bill are a net neutrality provision, protection of freedom of expression and information and limits on the ability of corporations to gather and use the metadata of Internet users in Brazil among other things. The implications behind this chain of events is critical in analyzing the future of a global order influenced by the pressures of surveillance capitalist corporations. Accusations and proof of spying can have a detrimental impact on the cooperation of governments and distrust in companies that have now become essential to the livelihoods of billions across the globe. There are, however, issues with interpretation and implementation: the judiciary is left to interpret this framework on a case by case basis due to the civil law tradition that does not bind future cases to previous decisions. Legislation like the Brazilian Internet Bill of Rights serve as an example for why this current legislation is not enforceable in the context of the United States and would not solve the issues of a lack of regulation against megacorporations.

EU/GDPR:

In 2018, the Cambridge Analytica scandal brought the dangers of data misuse into the public limelight. A whistleblower working at the British political consulting firm exposed how they had acquired the data of up to 87 million Facebook users, without their clear consent. This data included Facebook likes, personal information from the users' accounts, and the results of a detailed political/personality quiz which the firm had designed. This data was then sold to political groups around the world, including Trump’s 2016 Presidential campaign. In spite of the egregious nature of the scandal’s large scale implications, Facebook was only fined 500,000 GBP (approximately 643,000 USD) by the British government, as this was the maximum amount possible under UK law.

A few months after the Cambridge Analytica scandal, the European Union implemented the General Data Protection Regulation (GDPR). The GDPR is currently the most comprehensive data protection framework in the world, enforcing a single set of rules for all EU member states.

The GDPR holds companies responsible for ensuring that consumer data is secure, requiring them to perform regular “data protection impact assessments.” Data collectors are required to keep internal records of how they use consumers’ personal data, and immediately notify data regulators in the event of a data breach. Companies must also maintain transparency with their data operations; consumers are entitled to know how long their personal data will be retained for, and to request specific information on whether their personal data is being processed.

The GDPR also made the consequences for breaching data protection more severe, significantly increasing fines for guilty parties to a maximum of 20 million euros, or 4% of the company’s worldwide turnover. Had the GDPR been in place back in 2018, the British government (as a member-state of the EU) could have levied a much harsher penalty on Facebook.

However, the GDPR is not without its faults. It is unclear as to what qualifies as a “reasonable” level of protection for consumer data, giving regulators a lot of power to decide this definition for themselves when assessing fines.

We will explore the GDPR as a model that the United States could adopt, emulating the EU requirements for transparency and
accountability. The GDPR offers clear guidelines for the rights that consumers have over their data, and establishes methods of holding companies accountable for violating these rights— we think the US could benefit from having a similar framework.

Better Framework for Data Regulation is Necessary

Given the alarming signals associated with large corporations and the way our data is being handled, it is clear that some regulation is needed. However, an examination of the current regulatory landscape in America shows that not enough is being done to combat this problem, or to safeguard user privacy. As we look for direction from other countries, we can see initiatives that are steps in the right direction. The GDPR in Europe and the Internet Bill of Rights in Brazil should serve as potential guides for the US in crafting their own data protection framework.

Government-Facing Solutions

Digital Service Taxes

A digital service tax (DST) would tax revenue earned by multinational corporations in digital economy sectors where revenue generation is tied to the activity of their user base. In 2011, the US Congress passed the Digital Goods and Services Tax Fairness Act which provided a legal framework for the implementation of DSTs, but did not go far enough to compel states to pass these taxes. The act also covered physical items that were deemed digital in nature only, and failed to extend to items like advertising, search, or other data monetizing activities. An important note is that a DST is not the same as a tax on corporate profits, but rather is more similar to an excise tax. DST’s would be applied to the revenue generated by these activities regardless of their associated costs. Taxes levied on goods and services are passed onto the consumer (depending on the relative elasticities of supply and demand), so imposing a DST could result in higher prices to impose the tax burden on consumers. However, this would be problematic for big tech platforms who market themselves as free options and by extension maximizing consumer surplus. If these companies were to raise prices, they would lose a lot of their customer base, and antitrust regulation would become more promising, which will be discussed in a later section. In order to understand the political and economic implications of a DST in America, we will analyze their effect in countries that have implemented them thus far.

In 2019, Spain imposed a DST of 3% on online advertising, online marketplaces, and data transfer services within Spain. The UK also passed a 2% DST, covering similar activities. While the limited timeframe since implementation poses issues for our analysis, we can see some limited effects. The economic incidence of a DST is likely to be borne by purchasers of the taxable service (for example, companies who pay big tech firms for user data). However, this has a dual effect of reducing demand for user data (via higher prices) and indirectly disincentivizing broad collection and sales of user data. In order to achieve both the economic efficiency gains borne from a DST and more effectively safeguard user privacy, the United States could adopt the following measures:

• Set a Digital Service Tax within a 2-7% range with revenue threshold requirements to target tech giants that enjoy monopoly power in foreign countries.
• Framed as a consumption tax which would cover how much data the Company consumers, rather than how much they profit from the data.
• Modify traditional tax nexus rules by requiring revenue recognition where users are located irrespective of whether the company has physical presence there
• Introduce a tax on the collection, processing and commercial exploitation of user data for companies that have more than a threshold number of users.
• This would effectively account for the role of data in value creative activities and incentivize virtuous behavior at a corporate level.

Pro-competition law for the digital economy

Adapting competition law for the digital economy would consist of a twofold approach: strengthening consumer protection regulations, and promoting a fairer use and exchange of Big Data between the public and private sectors.

Consumer protection regulations would alleviate information asymmetry between users and service providers. The Federal Trade Commission’s Guide Concerning The Use of the Word ‘Free’ currently prohibits products from being marketed as “Free”
when they are “made in connection with the introduction of a new product or service.” However, this rule has yet to be applied to zero-price Internet products, such as social media platforms. As a result, online companies are able to describe their products as “free,” despite consumers having to pay with their personal data. The FTC’s guide also advises that all terms and conditions associated with free products must be “set forth clearly and consistently at the outset of the offer.” This is not the case for online services—a 2008 study estimated that each American user would have to spend 201 hours a year to read privacy policies in full detail—on average, this time would be worth about $3,534 annually. Hence, there is a clear opportunity cost that accompanies the lengthy and opaque wording of privacy policies. Economists have proposed a transaction cost economics (TCE) approach, through which companies would have to acknowledge how their products cost consumers their personal data, time and energy comprehending privacy policies, and information security. Based on this analysis, online companies would have to provide users with information on the true cost of these services.

In 2011, the FTC was able to charge Google for engaging in deceptive privacy practices during the launch of Google Buzz (a social networking service). Gmail users were automatically enrolled in the new product, despite seemingly having the option to decline. The FTC’s proposed settlement required Google to gain users’ consent before sharing information with third parties, particularly if any changes were made to privacy policies as a result of adding or changing features. However, Google violated this settlement in the following year; for enabling tracking cookies on Safari users without their knowledge, the FTC charged a penalty of $22.5 million — the largest ever penalty for violation of an FTC commission, but not a very significant amount for a company such as Google. It is cost-effective for tech companies to engage in illegal behavior, as the revenues far outweigh any legal penalties incurred. Hence, there has to be a longer term solution built into the regulatory framework, which addresses how consumers lack information and agency over their personal data.

- Require companies to recognize that the transfer of personal information is a non-free exchange of value.
- Require online companies to notify users that their access to the service is provided in exchange for their personal data, and tell them what their data is being used for.
- Create a national standard for transparency of contractual terms.
- Give consumers a succinct list of standardized options about the extent to which they allow the collection of their personal data.
- These options must be worded in plain language, to make them more explicit and uniform than how privacy policies are currently written.

Perhaps one of the most significant barriers to effective regulation of Big Data is the gap between the public and private sector. There is undoubtedly a disconnect between the two in determining policy strategies to contain Big Data and ensure user privacy. Bridging the gap between the two will be integral in not only transforming competition law but also enforcing it. The foundation for a relationship is certainly there: In the 2020 election cycle, Big Tech spent $124 million on lobbying and campaign contributions. Of these tech giants, Facebook and Amazon have surpassed Big Oil and Big Tobacco as the two biggest corporate lobbying spenders. Fostering more transparency and clearer boundaries between government and private sector actors will ameliorate concerns over Big Data.

Applying private sector efficiencies to improve public sector mechanisms of collecting and reusing data will be the most pertinent aspect of reconciling this disconnect. Because the government has a greater capacity to collect data on a widespread scale from its gathering of official statistics for public provisional use and for advancing law enforcement, it is already a data-intensive sector of the economy. Exploiting this data for “internal security, crime prevention, health, traffic and even macroeconomic policy” will allow the government to majorly save public funds and further the economy while simultaneously creating substantial competition to counterbalance the private sector. McKinsey estimates from 2011 show the European OECD member states reducing operating expenditures by 15% to 20%, fraud and errors by 30% to 40% and increasing tax collection by 10% to 20%. With an overall gain of 150 to 300 billion euros, exploiting public sector data will not only prove integral to offsetting tech giants but also provide benefits to the public sector as a whole. The U.S. should pursue this opportunity for growth and...
potentially work with tech companies to integrate advanced data analysis for public use.

**Open Data Initiatives**

There are some concerns that doing this would create too much competition so it is imperative that open channels of communication and initiatives to open data across sectors are implemented. Governments can determine the appropriate extent to which data is exploited to ensure a healthy balance between the two. Because the marginal costs of using Big Data are so small, it would be beneficial to both sectors to pursue open data initiatives. Making public sector data accessible, with exceptions to safeguard national security interests, will strengthen competitive neutrality. This must be done with extreme care, however, ensuring disclosed data is kept at an aggregate level and privacy safeguards are in place to secure sensitive data. Sensitive data can be classified as, but not limited to, personal information on taxes, health or social transfers. The U.S. should look to previous OECD and CMA recommendations on these initiatives to “[create] simple, fast and less restrictive licensing systems; [enhance] data quality; and [decrease] the price charged per user, if possible to match the marginal cost of maintenance and distribution.”

Conversely, private data can also be leveraged for advancing goals in the public sector. Data amassed by private companies often prove useful for the greater public. A prime example of this is the empirical model designed by Ginsberg et al. (2009) that leveraged Google’s search data to detect and monitor influenza epidemics.

This shortened the one to two week lag time of reporting and taking preventive measures by tracking user behavior in real time. There are cases in which private companies may be hesitant to share data with the public sector to maintain their competitive advantage. The OECD recommends efforts be made to circumvent this conflict by incentivizing companies with “pecuniary compensations, fiscal deductions, confidential treatment of data or even data-sharing partnerships between the private and public sectors.” In application to the U.S., however, the government should take a more proactive approach. The government can bind companies to comply by threatening to raise taxes.

In each case, making data widely available is key in maintaining neutral competition between the public and private sector. Involving the public sector in data exploitation will balance powerful tech giants. If business models are increasingly reliant on the collection of Big Data, the public sector should pursue initiatives to adapt as well.

**Takeaways from the Digital Services Act and Cyberspace Solarium Commission**

The rise and widespread development of digital services has resulted in mass digital changes that have a daily and significant impact on life for many. The increasingly diverse ways that are now available for humans to shop, communicate, share and access information are constantly changing, and institutions and governments such as the European Union are developing legislation to keep up with these changes. The Digital Services Act, proposed by the European Commission, is a set of comprehensive rules that regulate the responsibilities of digital services that serve the role of intermediaries between consumers and services. The proposal allows for more protection of consumer rights and less exposure to illegal contents for citizens in an effort towards more democratic control and oversight of the industry. According to the Commission, “The proposal for the Digital Services Act sets out clear due diligence obligations for online platforms and other online intermediaries. For example, under the new rules any user will be able to flag illegal content, and will also have a clear means of contesting platforms’ content moderation, both to the platform and through out-of-court mechanisms in their country.”

The Digital Services Act and the impact that it will have on citizens and companies in the EU align with the recommendations from the Cyberspace Solarium Commission that seek to better establish greater cybersecurity and change the dynamic between the private sector and government. Utilizing both the impact of the Digital Services Act and recommendations from the Cyberspace Solarium Commission, a possible policy and solution that can work within the United States are first defining digital services in a similar manner to that of the European Commission to create as broad of scope as needed. According to the Act, digital services would include online platforms such as social media networks and markets. Based on the nature of regulation, the United States could seek to expand the scope of this term or utilize the same definition. Furthermore, the Act also places heavier obligations on large platforms and requires more transparency in an effort to understand how online risks...
develop. “The proposal also includes measures for cooperation with specialist trusted flaggers and with competent authorities, as well as measures to deter rogue traders from reaching consumers. It offers greater transparency requirements for online platforms about decisions on content removal and moderation, and advertising on online platforms.”34 Lastly, based on the recommendations from the Cyberspace Solarium Commission it may be useful for Congress to establish a National Cyber Director that would serve as a chief advisor to the President for emerging technologies and can therefore more easily engage with the rapid changes that occur in the development of digital services.35 Increased regulation and protection of consumer rights are needed as digital services continue to grow at an unprecedented rate and have an impact on the daily lives of citizens across the world. It is imperative for governments to begin to create new laws and regulations that keep up to date with new innovations in technology and communications.

The United States can learn a significant amount from the European Union which has already started to develop more comprehensive regulations by gaining inspiration in defining digital services, developing more regulation and transparency from platforms and businesses, and appointing a Director more aligned and focused on emerging technologies.

Engaging the Private Sector in Protecting Data Rights

When it comes to outlining the rights, protections and control over personal information and data rights in the modern world, it comes with no surprise that the private sector plays a central role in helping the world progress into a more equitable information economy. Private sector technology companies, as we will reference these organizations, entail all the private and public companies that provide technology services and as a result generate ownership of personal user data from those who choose to use such services. As of 2019, for instance, 68% of all internet users in the United States were on Facebook, representing the largest share of users by platform, followed by Microsoft and its office management softwares (50%) and Google providing cloud services (30%) and virtual assistants (36%).36 While these companies still fall under government regulation and must comply with orders that many times affect the way customer data is handled, like for instance, with data mobility restrictions,37 they still hold majority control over much of the data that their clients are constantly producing, offering a powerful platform for capitalization as well as surveillance regulation. As a result of such influence over the data, which is the building block of most issues that arise with surveillance capitalism, there is a lot the private sector can do to increase transparency, starting with the potential for ripple effects on their dependants, bridging the gap between regulators and innovators, and setting boundaries to work with governments on their technology infrastructures in the first place.

The first point of engagement would be surrounding antitrust competition, where a consolidated number of major players in the space have a profound influence on progressively removing dangerous technology from its services and should at every given opportunity do so unequivocally. A simple example, for instance, would be a company like Google phasing out third-party tracking cookies in its own browser, Chrome.38 Such actions generate ripple effects considering the wide coverage that these services and platforms represent. When a change is made in the macro-level of the software ecosystem, many smaller-level services and data points are brought together with it, a simple but effective solution to both concentrate existing customer data as well as protect it from being too widely scattered across platforms. If large software and cloud-based companies come together to implement these policies the effect can be ample in protecting data privacy in the most specific instances, and the public sector can drive this sort of in-house policy development from a recommendation standpoint in setting standards of excellence for the companies that take into consideration its analysis. Nonetheless, corporations still act in the interest of their shareholders, and don’t necessarily have to work for the public good, but allowing the government to play a more active role in compelling them through information awareness and legislation, is an effective way to push for reform.

Another major solution leads to the core of the relationship between government and private sector, and it is the fact that the large technology architects that dominate the industry,39 and have access to the individual data are many times the ones running the government systems that fiscalize them in the first place. From a legislative perspective, embracing this necessity of tech companies providing services to the federal government and leveraging that to allow for more
transparency between both the public and the private sphere is an important balance to focus on as outlined by experts consulted from different influential private technology companies. In this discourse of symbiotic dependency, it is common to encounter criticisms of issues like regulator-constituent conflict of interest, but there still is an unused potential to set a standard of quality of how organizations and individuals that inevitably interact with technology can be more intelligent about their own data and privacy.
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